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#### Abstract

A major revision of the direct methods of phase determination is undertaken in order to extend the domain of validity of the methods to those structures having atoms with rationally dependent coordinates. The new formulation, strongly dependent on a critical analysis of the nature of the interactions which may occur among Patterson peaks, has the additional advantage that it is capable of using partial or complete a priori information concerning molecular structure.


## 1. Introduction

The method of solving crystal structures based on the direct determination of the phases of the structure factors had its serious beginnings only about a dozen years ago. Yet its development has been so vigorous that it has already achieved several notable successes (e.g. Christ \& Clark, 1956; Karle, Hauptman, Karle \& Wing, 1958; Hauptman, Karle \& Karle, 1960). The most remarkable aspect of these applications of the direct method, however, does not appear to have been sufficiently stressed. This is simply that, in contrast to most other methods of crystal structure determination, no a priori knowledge of molecular structure is employed by the direct methods. The fact that the direct approach is not dependent on a previous knowledge of molecular structure is of course an advantage of the method when such previous knowledge is not available. However, in the case that such knowledge does exist, it is to be considered a weakness of the direct method that it is unable to utilize this information. In view of the fact that complete, or even partial, knowledge of the molecular structure would reduce substantially the number of unknown parameters required to fix the crystal structure, it is surely to be expected that the ability to make use of such a priori structural information would enhance the power of the method.

The direct method has been limited too by the fact that, for their exact validity, most of the phase determining formulas require that a special type of rational dependence among atomic coordinates be not present. Owing to the symmetries which seem to occur all too frequently in real crystals, this limitation has proved to be much more serious than originally expected, particularly in the non-centrosymmetric space groups. Although it has been found possible to surmount this difficulty for some of the special relationships by means of the so-called renormalization of structure factors (Hauptman \& Karle, 1959c), it has become increasingly clear that what is called for is nothing less than a major revision of the whole
formalism of the direct methods. It is the purpose of this paper to carry out such a revision.
Instead of avoiding the annoying question of rational dependence of atomic coordinates, it is assumed from the outset that the kind of rational dependence which causes trouble may in fact be present. By a critical re-examination of the earlier methods, coupled with a careful study of the nature of the interactions which may exist among Patterson peaks, it is shown how the formalism is to be modified in order to accommodate the existing rational dependence, if any. This more general point of view has the additional advantage that it makes transparent the manner in which previous knowledge of molecular structure is to be used. Even if only partial information concerning the molecular structure is available, the new formalism is capable of utilizing it. Naturally, however, the more complete the a priori knowledge of the molecular structure the more accurate the final phase determination will be.
A device often employed in this paper is to compute expected values of different random variables and to equate two expected values if the corresponding probability distributions are approximately the same. This technique naturally introduces certain errors into the calculations the magnitudes of which it would be desirable to estimate. However, a detailed study of the errors involved in the final formulas must be postponed in order to keep the present treatment within reasonable bounds. Since the present formulation includes as special cases those in which no rational dependence exists and no previous knowledge of molecular structure is available, it is possible to specialize some of our formulas suitably so that comparison with existing theory may be made. There are four points at which such contacts with earlier, known results are here made. In every case the agreement with the exact formulas is acceptable, the errors being of the order of $1 / V N$ or less, where $N$ is the number of atoms in the unit cell.

In this paper the final formulas express the magnitudes of certain linear combinations of the phases,
the so-called structure invariants, in terms of the observed magnitudes of the structure factors. There remains the problem of evaluating the individual phases from the structure invariants. How this is to be done for the centrosymmetric space groups has already been spelled out in detail in an earlier series of papers (Karle \& Hauptman, 1959a, b, 1960, 1961; Hauptman \& Karle, 1959a, b, 1960). These procedures have been worked out also for certain of the noncentrosymmetric space groups (Karle \& Hauptman, 1956, 1957). However, complete details for all the non-centrosymmetric space groups will be published at a later date.

In $\S 2$ we give a formula for the average value of $\exp \left\{2 \pi i\left(\mathbf{h} \cdot \mathbf{r}+\mathbf{h}^{\prime} \cdot \mathbf{r}^{\prime}\right)\right\}$. This result is of fundamental importance for this paper. However, owing to the length of the analysis, the proof is omitted.*

## 2. The average value of $\exp \left\{2 \pi i\left(\boldsymbol{h} . \boldsymbol{r}+\boldsymbol{h}^{\prime} \cdot \boldsymbol{r}^{\prime}\right)\right\}$

Debye (1915) obtained the average value of $\exp (2 \pi i \mathrm{~h} . \mathrm{r})$ where $\mathbf{h}$ is a fixed vector, the magnitude of the vector $\mathbf{r}$ is fixed, and all orientations of $\mathbf{r}$ are equally probable. He found that

$$
\langle\exp (2 \pi i \mathbf{h} . \mathbf{r})\rangle=\frac{\sin 2 \pi q r}{2 \pi q r},
$$

where $q=|\mathbf{h}|$ is the magnitude of $\mathbf{h}$ and $r=|\mathbf{r}|$ is the magnitude of $\mathbf{r}$. This result proved to be of basic importance for the interpretation of the scattering of electrons by gas molecules. We note that in Debye's application of $(2 \cdot 1)$ the vector $\mathbf{r}$ is identified with an interatomic vector $\mathrm{r}_{3 j^{\prime}}$ which is assumed to be randomly oriented.
For our purposes it turns out to be necessary to average, not over all orientations of an interatomic vector $\mathbf{r}_{j j^{\prime}}$, but instead over all orientations of an interatomic triangle $\mathbf{r}_{\mu \nu}, \mathbf{r}_{v e}, \mathbf{r}_{e \mu}$ where $\mathbf{r}_{\mu \nu}$ is the vector joining atom $\mu$ to atom $\nu$, etc. However, except for its position and orientation in space, such a triangle is determined by the magnitudes of any two of its sides and the angle between them. In this way we are led to consider a generalization of ( $2 \cdot 1$ ). Assume that the vectors $h$ and $h^{\prime}$ are given. The magnitudes $r$ and $r^{\prime}$ of the vectors $\mathbf{r}$ and $\mathbf{r}^{\prime}$ respectively, as well as the angle $\varphi_{r}$ between $\mathbf{r}$ and $\mathbf{r}^{\prime}$, are also specified. We imagine that all orientations of the triangle determined by $r, r^{\prime}$, and $\varphi_{r}$ are equally probable and we seek, under these conditions, the average value of $\exp \left\{2 \pi i\left(\mathbf{h} \cdot \mathbf{r}+\mathbf{h}^{\prime} \cdot \mathbf{r}^{\prime}\right)\right\}$. The final result is a function, which we shall denote by $B(z, t)$, of two parameters $z$ and $t$ each of which is in turn expressible in terms of the six known quantities $q, q^{\prime}, \varphi_{q}, r, r^{\prime}, \varphi_{r}$, where $q$ and $q^{\prime}$ are the magnitudes of $\mathbf{h}$ and $\mathbf{h}^{\prime}$ respectively, $\varphi_{q}$ is the angle between $\mathbf{h}$ and $\mathbf{h}^{\prime}$, and $r, r^{\prime}$, and $\varphi_{r}$

* This analysis will appear in a forthcoming issue of Z. Kristallogr. (1965).
have already been defined. With this notation we have

Theorem 2-1.

$$
\begin{align*}
&\left\langle\exp \left\{2 \pi i\left(\mathbf{h} . \mathbf{r}+\mathbf{h}^{\prime} \cdot \mathbf{r}^{\prime}\right)\right\}\right\rangle=B(z, t) \\
&= \sqrt{\frac{\pi}{2 z}} \sum_{n=0}^{\infty} t^{2 n}(n!)^{2} \\
& \frac{1}{\frac{1}{2}(4 n+1)}(z),
\end{align*}
$$

where

$$
\begin{gather*}
z=2 \pi V^{\prime}\left(q^{2} r^{2}+2 q r q^{\prime} r^{\prime} \cos \varphi_{q} \cos \varphi_{r}+q^{\prime 2} r^{\prime 2}\right), \\
t=\frac{\pi q r q^{\prime} r^{\prime} \sin \varphi_{q} \sin \varphi_{r}}{V\left(q^{2} r^{2}+2 q r q^{\prime} r^{\prime} \cos \varphi_{q} \cos \varphi_{r}+q^{\prime 2} r^{\prime 2}\right)},
\end{gather*}
$$

and $J_{\frac{1}{2}(n+1)}(z)$ is the Bessel function of the first kind.
We note first that the same result is obtained if $\mathbf{r}$ and $\mathbf{r}^{\prime}$ are replaced by $-\mathbf{r}$ and $-\mathbf{r}^{\prime}$ respectively. Hence also

$$
\left\langle\cos 2 \pi\left(\mathbf{h} . \mathbf{r}+\mathbf{h}^{\prime} \cdot \mathbf{r}^{\prime}\right)\right\rangle=B(z, t) .
$$

Next we observe that in the special case that $\varphi_{q}=0$ or $\pi$ or that $\varphi_{r}=0$ or $\pi$, then $t=0$, and, in view of

$$
J_{\frac{1}{2}}(z)=V(2 /(\pi z)) \sin z,
$$

equation $(2 \cdot 2)$ reduces to $(\sin z) / z$, i.e. to Debye's result (2-1), as it should.
We remark finally that, since the pairs ( $\mathbf{h}, \mathbf{h}^{\prime}$ ) and ( $\mathbf{r}, \mathrm{r}^{\prime}$ ) occur symmetrically in Theorem $2 \cdot 1$, we may interchange their roles. Hence Theorem $2 \cdot 1$ is valid also in the case that the vectors $\mathbf{r}$ and $\mathbf{r}^{\prime}$ are fixed and the average is taken over all orientations in reciprocal space of the triangle with sides $q, q^{\prime}$ and with included angle $\varphi_{q}$. We shall make important use of this observation in the sequel.

From (2.3) and (2.4) it follows easily that

$$
z(z \pm 4 t) \geq 0
$$

whence

$$
|t| \leq \frac{1}{4} z .
$$

Since $B(z, t)$ is an even function of $t, B(z, t)$ need be computed therefore only in the range

$$
0 \leq t \leq \frac{1}{4} z
$$

In order to apply the methods described in this paper, it is necessary to have a table of values of the function $B(z, t)$. Table 1 gives the values of this function for $z$ in the range $0 \leq z \leq 40$ and for $t$ satisfying (2.9) approximately. If it should prove necessary, a more extensive table will be published at a future date. Inspection of Table 1 shows that, in the range defined by ( $2 \cdot 9$ ), the magnitude of no entry exceeds unity, in agreement with the interpretation of the function $B(z, t)$ as an average of the cosine. It is of some interest, however, that outside the range defined by ( $2 \cdot 9$ ), computation shows that $B(z, t)$ increases with extreme rapidity. For future

Table 1．The function $B(z, t)$ defined by equation（2．2），where $z$ and $t$ are given by（2．3）and（2•4） The entries are the values of $10^{4} \times B(z, t)$


|  |  |  |  |  |  |  |  |  |  | 8.0 | ． 4 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0．0． |  |  |  |  |  |  | $\begin{aligned} & -1320 \\ & -120 \\ & -760 \end{aligned}$ | $\begin{aligned} & 476 \\ & +56 \\ & \hline-16 \end{aligned}$ |  |  |  | （120 |  |
| $\underset{\substack{1.6 \\ 2.6 \\ 2.6 \\ 2.6}}{\substack{2 \\ \hline}}$ |  |  |  |  |  |  |  |  |  |  | $\begin{gathered} -5 \\ \hline-1.13 \\ -133 \\ -192 \end{gathered}$ |  |  |
|  |  |  |  | $\begin{aligned} & -4.4 \\ & \hline \end{aligned}$ |  |  |  |  |  |  |  | 12 | 12 |
|  |  | $\begin{array}{\|c} -48 \\ \hline \end{array}$ |  |  |  | $\begin{gathered} -2.21 \\ \hline \end{gathered}$ |  |  |  | $\begin{aligned} & 407 \\ & \hline \end{aligned}$ |  |  |  |
| ${ }_{6}^{6.6}$ |  |  | 5358 | ${ }_{3}^{43188}$ |  | 1218 |  | － | － | ${ }_{2}^{-12965}$ |  |  |  |
| d |  |  | 28.0 | 28.4 |  |  |  |  |  |  |  |  |  |
| $\begin{gathered} 0.0 \\ 0.0 \\ 0.4 \\ 0.4 \\ i .2 \end{gathered}$ |  |  |  | $\begin{gathered} 7.44 \\ \hline \end{gathered}$ |  |  |  |  |  |  |  |  |  |
|  |  |  |  | $\begin{aligned} -2^{-2} \\ -32 \\ -32 \\ -0 \end{aligned}$ | $\begin{aligned} & +{ }_{31}^{3}-13 \end{aligned}$ | $\underset{\substack{20 \\ t \rightarrow 20}}{\substack{30}}$ |  |  | $\begin{array}{r} -38 \\ \hline \\ \hline \end{array}+8$ |  |  |  | －ib |
|  |  |  |  |  |  | $\begin{aligned} & -29 \\ & \hline \end{aligned}$ | $\begin{gathered} -323 \\ +12 \\ +4 \end{gathered}$ | $\begin{gathered} -82 \\ -685 \\ -y_{4} \end{gathered}$ |  |  | $\begin{gathered} -865 \\ \hline-89 \\ \hline 190 \end{gathered}$ |  |  |
|  |  |  | $\begin{array}{r} -17 \\ \hline \end{array}$ |  |  |  |  |  |  | $\begin{gathered} 9 . \\ \hline \end{gathered}+5$ |  |  | ${ }^{37}$ |
|  |  |  | ${ }^{+10}$ |  |  |  | $\underset{\substack{-19 \\-31 \\ 3 \\ \hline-622}}{\substack{-12}}$ | $2{ }^{2} 2$ |  |  |  |  | － |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |

application we observe that $B(z, t)$ approaches zero with increasing $z$ ，i．e．，in view of（2．3），with increasing $r$ or $r^{\prime}$ or $q$ or $q^{\prime}$ ．

## 3．The structure invariants $|E|^{2}-1$

In this section we introduce the basic definitions and notation and prove some preliminary results which will be needed later．

|  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & 0.0: 4 \\ & i: 2 \\ & i, 2 \end{aligned}$ |  |  |  |  | － |  |  | －-6 | －114 | $\xrightarrow{\text { cota }}$ |  |
|  | ${ }^{3}$ | － 7 | －i9 | －i8 | －ib | ${ }^{-35}$ | ${ }^{-25}$ |  | ＋ | ${ }_{\text {r }}^{4}$ |  |
|  | －8 | ${ }^{3} \mathbf{3}$ | － 3 | － |  |  |  | （ ${ }^{-13}$ | ：1818 | ${ }_{3}{ }^{3}$ | 5 |
| 年： | － | － | ＋+ |  |  | ${ }_{\text {＋73 }}$ | 教 |  | ＋it | $\stackrel{-36}{-36}$ | － |
| $\begin{aligned} & 4.8 \\ & 5: 8 \\ & 5: 8 \\ & 0.0 \end{aligned}$ |  |  |  | $\begin{aligned} & -979 \\ & .595 \\ & .55 \end{aligned}$ |  | － |  |  | － | －6 | － |
| ${ }^{8}$ | ． 7 | 5 | ${ }^{13}$ | 溉 | ${ }_{\text {－}}$ | ＋76 | －$\square^{+5}$ | F | ${ }^{+1}$ |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  | ${ }^{\text {te23 }}$ | 2737 | $166^{-5}$ | ． 3.74 |  | ， | － | ． | － | － |  |
|  | 36.4 | ${ }^{36,6}$ | 37.2 | 37.6 | 32.6 | 8， | ． 43.8 | \％ 0.2 | 39.6 | 40．0 |  |
| $\begin{aligned} & 0.0 \\ & 0.8 \\ & : i 81 \end{aligned}$ |  |  |  |  |  |  |  | $\underset{\substack{1252 \\+125}}{\substack{12 \\ \hline}}$ |  | － |  |
|  | $\begin{aligned} & +060 \\ & \hline \end{aligned}$ |  |  | ＋ | － |  | Bix |  |  | c． | －6 |
|  |  |  | － |  | \％ | － |  | 谁 | ＋itid | \％ 6 | 4 |
| $\text { : }: 6$ |  |  |  |  |  |  |  | $\begin{aligned} -29 \\ \hline \end{aligned}$ |  | － |  |
|  |  |  | $\begin{array}{\|c\|} \hline 6 \\ \hline \end{array}$ |  | $\begin{aligned} -4.41 \\ -4.31 \\ -37 \\ \hline \end{aligned}$ |  |  |  |  | － |  |
| $\begin{aligned} & 8.0 \\ & \text { eite } \\ & .9 .8 \end{aligned}$ |  |  |  |  |  |  |  | $\begin{array}{r} 96 \\ \hline \end{array}$ |  |  |  |
| 20．6 |  |  |  |  |  |  |  |  |  |  |  |

The central theme in this section is the formula （Hauptman \＆Karle，1955）

$$
\left|E_{\mathbf{h}}\right|^{2}-1=N\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}},
$$

valid for the case of $N$ identical atoms per unit cell and under the restriction that no two interatomic vectors coincide，i．e．that the Patterson function
contain no overlapping peaks.* The latter requirement rules out, for example, the space group $P \overline{1}$, for which the correct formula is (Cochran, 1954)

$$
\left|E_{\mathbf{h}}\right|^{2}-1 \approx(N / 2)\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}}
$$

subject now to the restriction that, except for sym-metry-related vectors, no two interatomic vectors coincide. The symbol $\approx$ in (3•2) replaces the exact equality of $(3 \cdot 1)$ since, for simplicity, a term of the order of $1 / V N$ has been suppressed in (3•2). A major aim of this section is to exhibit (3•1) and (3.2) as special cases of a single, more general formula, valid, at least approximately, in the case of unequal atoms and, of greater significance, in the case that arbitrary numbers of interatomic vectors coincide. In particular, our main formula (equation (3•20)), in contrast to $(3 \cdot 1)$ and $(3 \cdot 2)$, is space-group independent, contains (3•1) and (3.2) as special cases, and clearly shows the origin of the discrepancy between (3•1) and (3•2).

As usual, in the following definitions, $\mathbf{r}_{j}$ is the position vector of the $j$ th atom, the atomic number of which is $Z_{j}$, and $N$ is the number of atoms in the unit cell.

DEF. 3•1. $\sigma_{n}=\sum_{j=1}^{N} Z_{j}^{n}$.
Def. 3.2. $E_{\mathbf{k}}=\left(1 / \sigma_{2}^{1 / 2}\right) \sum_{j=1}^{N} Z_{j} \exp \left(2 \pi i \mathbf{k} \cdot \mathbf{r}_{j}\right)$.
Def. 3.3. $\mathbf{r}_{j k}=\mathbf{r}_{j}-\mathbf{r}_{k}$.
DEF. 3•4. If $j \neq k$ we define $Z_{j k}$ by means of

$$
Z_{j k}=Z_{j} Z_{k}
$$

We list next, as immediate consequences of Def. $3 \cdot 1-3 \cdot 4$, the following formulas:

$$
\begin{gather*}
\left|E_{\mathbf{k}}\right|^{2}-1=\left(1 / \sigma_{2}\right) \sum_{\substack{j \neq j^{\prime} \\
1}}^{N} Z_{j j^{\prime}} \exp \left(2 \pi i \mathbf{k} . \mathbf{r}_{j j^{\prime}}\right) \\
\left.\left.\langle | E_{\mathbf{k}}\right|^{2}-1\right\rangle_{\mathbf{k}}=0 \\
E_{0}=\sigma_{1} / \sigma_{2}^{1 / 2} \\
\sum_{j, j^{\prime}}^{N} Z_{j j^{\prime}}=\sigma_{1}^{2} \\
\sum_{1}^{N} Z_{j \neq j^{\prime}} \\
1
\end{gather*}
$$

* It should be emphasized that, under the conditions stated, (3•1) has exact validity provided that the average on the right is taken over all vectors $k$ in reciprocal space. In the attempt to confirm ( $3 \cdot 1$ ) with experimental data one is faced with the complication introduced by the necessity of averaging over only a finite sample from the infinite population of vectors $\mathbf{k}$. One approach to the problem of estimating the errors arising from such finite sampling has already been described by Vaughan (1959). The further consideration of this problem is outside the scope of this paper. Similar remarks apply to § 5 .

$$
\begin{gather*}
\sum_{\substack{j, j^{\prime} \\
1}}^{N} Z_{j j^{\prime}}^{2}=\sigma_{2}^{2} \\
\sum_{\substack{j \neq j^{\prime} \\
1}}^{N} Z_{j j^{\prime}}^{2}=\sigma_{2}^{2}-\sigma_{4} .
\end{gather*}
$$

Def. 3.5. If $j \neq k$ we define $w_{j k}$, the 'weight' of the vector $\mathbf{r}_{j k}$, by means of

$$
u_{j k}=\sum_{i^{\prime} \neq k^{\prime}} Z_{j^{\prime} k^{\prime}},
$$

where the summation is extended over all pairs ( $j^{\prime}, k^{\prime}$ ) such that

$$
\mathbf{r}_{j k}+\mathbf{r}_{j^{\prime} k^{\prime}}=0
$$

If $j=k$ we define $w_{j k}$ to be zero.
Def. 3.6. The symbol $\varepsilon_{j k}$ is defined by means of

$$
\varepsilon_{j k}=w_{j k} / Z_{j k}
$$

if $j \neq k$. If $j=k, \varepsilon_{j k}$ is defined to be zero.
Since the equation

$$
\mathbf{r}_{j k}+\mathbf{r}_{k j}=0
$$

implies that ( $3 \cdot 11$ ) always has at least the one solution $j^{\prime}=k, k^{\prime}=j$, and since $Z_{j k}=Z_{k j}$, it follows that

$$
\varepsilon_{j k} \geq 1 \text { if } j \neq k
$$

Again, in view of $\mathbf{r}_{j k}=-\mathbf{r}_{k j}$, (3•11) implies $\mathbf{r}_{k j}+\mathbf{r}_{k^{\prime} j^{\prime}}=0$, and conversely. Hence, in view of $Z_{j k}=Z_{k j},(3 \cdot 1)$, and (3•12),

$$
w_{j k}=w_{k j}, \quad \varepsilon_{j k}=\varepsilon_{k j}
$$

Theorem 3•1. For arbitrary structures

$$
\begin{align*}
&\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}} \\
&=\left(\mathbf{l} / \sigma_{2}^{2}\right) \sum_{\substack{j \neq k \\
\mathbf{1}}}^{N} Z_{j k}^{2} \varepsilon_{j k} \exp \left(2 \pi i \mathbf{h} . \mathbf{r}_{j k}\right)
\end{align*}
$$

Proof: Appendix I.
Corollary. For a structure consisting of $N$ identical atoms $\varepsilon_{j k}$ may be interpreted as the number of vectors $\mathbf{r}_{j^{\prime} k^{\prime}}$ satisfying (3•11), and we have

$$
\begin{align*}
&\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-\mathbf{l}\right)\left(\left|E_{\mathbf{h}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}} \\
&=\left(\mathbf{l} / N^{2}\right) \sum_{\substack{j \neq k \\
1}}^{N} \varepsilon_{j k} \exp \left(2 \pi i \mathbf{h} . \mathbf{r}_{j k}\right) .
\end{align*}
$$

It is an important property of the $\varepsilon_{j k}$ that their (weighted) average is the average of $\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{2}$. In fact, setting $\mathbf{h}=0$ in theorem $3 \cdot 1$, we obtain

Theorem $3 \cdot 2$. For arbitrary structures

$$
\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{2}\right\rangle_{\mathbf{k}}=\left(1 / \sigma_{2}^{2}\right) \sum_{\substack{j \neq k \\ 1}}^{N} Z_{j k}^{2} \varepsilon_{j k}=\frac{\sum_{j, k}^{N} Z_{j k}^{2} \varepsilon_{j k}}{\sum_{\substack{j, k \\ 1}}^{N} Z_{j k}^{2}}
$$

Corollary. For a structure consisting of $N$ identical atoms we have

$$
\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{2}\right\rangle_{\mathbf{k}}=\left(1 / N^{2}\right) \sum_{j, k}^{N} \varepsilon_{j k}
$$

The main result of this section is contained in
Theorem 3.3. For arbitrary structures
$\left|E_{\mathbf{h}}\right|^{2}-1 \approx\left(\frac{\sigma_{1}^{2}}{\sigma_{2}}-1\right) \frac{\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}}}{\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{2}\right\rangle_{\mathbf{k}}}$.
Proof: Appendix II.
Corollary. For a structure consisting of $N$ identical atoms we have

$$
\left|E_{\mathbf{h}}\right|^{2}-1 \approx \frac{N-1}{\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{2}\right\rangle_{\mathbf{k}}}\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}} .
$$

We conclude this section by showing how our formulas are specialized to yield the known results (3•1) and (3•2).

We assume first that no two interatomic vectors coincide. Then $\varepsilon_{j k}=1$ for $j \neq k$ and, in view of $(3 \cdot 9)$, equations ( $3 \cdot 18$ ) and ( $3 \cdot 19$ ) reduce to

$$
\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{2}\right\rangle_{\mathbf{k}}=1-\sigma_{4} / \sigma_{2}^{2}
$$

and

$$
\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-\mathrm{l}\right)^{2}\right\rangle_{\mathbf{k}}=1-\mathrm{l} / N
$$

respectively. Hence equations (3•20) and (3•21) now become

$$
\left|E_{\mathbf{h}}\right|^{2}-1 \approx \frac{\left(\sigma_{1}^{2} / \sigma_{2}\right)-1}{1-\left(\sigma_{4} / \sigma_{2}^{2}\right)} \cdot\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}}
$$

and

$$
\left|E_{\mathbf{h}}\right|^{2}-1 \approx N\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}}
$$

respectively, the second of which is the exact formula (3•1).

Finally, we assume that the space group is $P \overline{1}$ and that, except for symmetry-related vectors, no two interatomic vectors coincide. Then, if $j \neq k, \varepsilon_{j k}=2$ except for the case that $\mathbf{r}_{j}=-\mathbf{r}_{k}$ when $\varepsilon_{j k}=1$.

Theorem $3 \cdot 2$ now becomes

$$
\begin{align*}
\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{2}\right\rangle_{\mathbf{k}}=\left(2 / \sigma_{2}^{2}\right) \sum_{\substack{j \neq k}}^{N} Z_{j k}^{2}-\left(1 / \sigma_{2}^{2}\right) \sum_{j=1}^{N} Z_{j}^{4} \\
=\left(2 / \sigma_{2}^{2}\right)\left(\sigma_{2}^{2}-\sigma_{4}\right)-\sigma_{4} / \sigma_{2}^{2}=2-3 \sigma_{4} / \sigma_{2}^{2}
\end{align*}
$$

Theorem 3.3 now reduces to

$$
\left|E_{\mathbf{h}}\right|^{2}-1 \approx \frac{\left(\sigma_{1}^{2} / \sigma_{2}\right)-1}{2-\left(3 \sigma_{4} / \sigma_{2}^{2}\right)} \cdot\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}}
$$

or, for the case of $N$ identical atoms, to

$$
\left|E_{\mathbf{h}}\right|^{2}-1 \approx \frac{N-1}{2-3 / N} \cdot\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}}
$$

i.e., except for terms of the order of $1 / N$, to equation (3.2).

Comparison of equations (3•18), (3.22) and (3.26) clearly shows that the presence of coincident interatomic vectors or, what is the same thing, overlap in the Patterson function results in an increase in the average value of $\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{2}$. As has already been observed, the occurrence of such coincidences spoils the exact validity of $(3 \cdot 1)$, but the more general formula ( $3 \cdot 20$ ) is not adversely affected. It should be pointed out that, although the occurrence of coincident interatomic vectors affects the average value of $\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{2}$, the average value of $\left|E_{\mathbf{k}}\right|^{2}$ is always unity. Hence the usual method (e.g. Karle, Hauptman \& Christ, 1958) for placing the $\left|E_{\mathbf{k}}\right|^{2}$ or an absolute scale remains valid.

## 4. The three kinds of interaction

Def. 4•1. The notation $\mu \neq \nu \neq \varrho$ shall mean that $\mu \neq \nu, \nu \neq \varrho$, and $\varrho \neq \mu$.

Def.4.2. A triple of interatomic vectors ( $\mathbf{r}_{j k}, \mathbf{r}_{j^{\prime} k^{\prime}}$, $\mathbf{r}_{j^{\prime \prime} k^{\prime \prime}}$ ), with $j \neq k, j^{\prime} \neq k^{\prime}, j^{\prime \prime} \neq k^{\prime \prime}$, is said to constitute an interaction if they satisfy the equation

$$
\mathbf{r}_{j k}+\mathbf{r}_{j^{\prime} k^{\prime}}+\mathbf{r}_{j^{\prime \prime} k^{\prime \prime}}=0
$$

Permuting the vectors in an interaction, or reversing the order of each of the three pairs of subscripts yields, in general, twelve interactions (six if two pairs of subscripts coincide) which, however, will be considered to be the same interaction.

Def. 4•3. Two interactions are said to be equivalent if the three vectors constituting the first interaction are equal, in some order, to the three vectors (or their negatives) of the second interaction. In particular, any interaction is equivalent to itself.

Def. 4.4. An interaction is said to be a valid interaction if, by suitable arrangement of its elements, it may be written in the form ( $\left.\mathbf{r}_{\mu v}, \mathbf{r}_{v \varrho}, \mathbf{r}_{\varrho \mu}\right)$. Thus the valid interactions are identified with the interatomic triangles, including the degenerate ones which arise when three atoms happen to lie on the same straight line.

Def. 4.5 . An interaction is said to be an induced interaction if it is equivalent to a valid interaction.

In particular every valid interaction is also an induced interaction.

Evidently a structure contains induced interactions (other than valid ones) if and only if certain interatomic vectors coincide.

Def. 4-6. A chance interaction is one which is not an induced interaction (or a valid one).

Def. 4.7. The symbol $Z_{\mu v g}$ is defined by

$$
Z_{\mu v \varrho}=Z_{\mu} Z_{\nu} Z_{\varrho}
$$

where $\mu \neq \nu \neq \varrho$.
Def. 4.8. If $\mu \neq \nu \neq \varrho$, the symbol $\eta_{\mu v e}$ is defined to be the number of valid interactions equivalent to the valid interaction ( $\left.\mathbf{r}_{\mu \nu}, \mathbf{r}_{\nu \varrho}, \mathbf{r}_{\rho \mu}\right)$.

Since every valid interaction is equivalent to itself it follows that

$$
\eta_{\mu v \varrho} \geq 1 \text { if } \mu \neq \nu \neq \varrho
$$

Evidently, also, the value of $\eta_{\mu v o}$ is unchanged under all permutations of the indices.

Def. 4.9. If $\mu \neq \nu \neq \varrho$, the symbol $\varepsilon_{\mu v \varrho}$ is defined by means of

$$
\varepsilon_{\mu v \varrho}=2 \varepsilon_{\mu \nu} \varepsilon_{r_{\varrho}} \varepsilon_{\varrho \mu} / \eta_{\mu י \varrho}
$$

If any two or all three of $\mu, \nu, \varrho$ are equal, then $\varepsilon_{i, u r e}$ is defined to be zero.


Fig. 1. Structure consisting of six identical atoms at the vertices of a regular hexagon.

The structure consisting of the vertices of a regular hexagon labeled as in Fig. 1 readily yields examples of the three kinds of interactions (Table 2). The three interactions listed in the second column are equivalent, in the same order, to the valid interactions shown in the first column.

> Table 2. Classification of several interactions obtained from the structure of Fig. I

If the atoms in the structure of Fig. 1 are identical, then evidently $\varepsilon_{12}=\varepsilon_{13}=2$ whereas $\varepsilon_{14}=1$. Again,
$\eta_{123}=2$ since the valid interactions represented by ( $\mathbf{r}_{12}, \mathbf{r}_{23}, \mathbf{r}_{31}$ ) and ( $\mathbf{r}_{45}, \mathbf{r}_{56}, \mathbf{r}_{64}$ ) are the only ones equivalent to the former. Similarly $\eta_{124}=\eta_{135}=2$. It follows that $\varepsilon_{123}=\varepsilon_{135}=8$ while $\varepsilon_{124}=4$.

## 5. The structure invariants $\varphi_{1}+\varphi_{2}+\varphi_{3}$

The central theme in this section is the formula (Karle \& Hauptman, 1957; Vaughan, 1958)

$$
\begin{align*}
& \left|E_{1} E_{2} E_{3}\right| \cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right) \\
& \quad=\left(N^{3 / 2} / 2\right) \cdot\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}_{1}+\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{-\mathbf{h}_{3}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}} \\
& \quad+\left(1 / N^{1 / 2}\right)\left(\left|E_{1}\right|^{2}+\left|E_{2}\right|^{2}+\left|E_{3}\right|^{2}-2\right),
\end{align*}
$$

in which we have written $E_{i}$ for $E_{\mathrm{h}_{i}}, \varphi_{i}$ for the phase $\varphi_{\mathbf{h}_{i}}$ of the normalized structure factor $E_{\mathbf{h}_{i}}, i=1,2,3$, and where we have assumed (and shall assume throughout) that

$$
\mathbf{h}_{1}+\mathbf{h}_{2}+\mathbf{h}_{3}=0
$$

so that $\varphi_{1}+\varphi_{2}+\varphi_{3}$ is a structure invariant. Equation (5•1) has exact validity if the structure consists of $N$ identical atoms per unit cell and if the only interactions are valid ones. The latter requirement rules out, for example, the space group $P \overline{1}$, for which the correct formula is (Hauptman \& Karle, 1957; Vaughan, 1958)

$$
\begin{align*}
& \left|E_{1} E_{2} E_{3}\right| \cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right) \\
& \quad \approx\left(N^{3 / 2} / 8\right) \cdot\left\langle\left(\mid E_{\mathbf{k}}{ }^{2}-1\right)\left(\left|E_{\mathbf{h}_{1}+\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{-\mathbf{h}_{3}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}} \\
& \quad+\left(1 / N^{1 / 2}\right)\left(\left|E_{1}\right|^{2}+\left|E_{2}\right|^{2}+\left|E_{3}\right|^{2}-2\right),
\end{align*}
$$

provided that, in each asymmetric unit, the only interactions which occur are valid ones. The symbol $\approx$ in $(5 \cdot 3)$ replaces the exact equality of ( $5 \cdot 1$ ) since, for simplicity, a term of the order of $1 / V N$ has been suppressed in (5:3). A major aim of this section is to exhibit $(5 \cdot 1)$ and $(5 \cdot 3)$ as special cases of a single, more general formula, valid, at least approximately, not only in the case that the structure contains unequal atoms but, of much greater importance, in the case that arbitrary numbers of induced interactions are present, i.e. that arbitrary numbers of interatomic vectors coincide. In fact, our main formula (equation (5•12)), in contrast to $(5 \cdot 1)$ and $(5 \cdot 3)$, is space group independent, contains ( $5 \cdot 1$ ) and $(5 \cdot 3)$ as special cases, and clearly shows the origin of the discrepancy between (5•1) and (5•3). In $\S 6$ and $\S 7$ we generalize the results of this section to the case that chance interactions may also occur and, at the same time, show how previous knowledge of molecular structure is to be used.

We begin with the following result which we assume to be known (Hauptman \& Karle, 1962, equation $(2 \cdot 3 \cdot 7))$ :

Theorem 5•1. If $\mathbf{h}_{1}+\mathbf{h}_{2}+\mathbf{h}_{3}=0$, then

$$
\begin{aligned}
& \left|E_{1} E_{2} E_{3}\right| \cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right) \\
& \left.\quad \approx 1 / \sigma_{2}^{3 / 2}\right) \sum_{\substack{\mu \neq \nu \neq \varrho \\
1}}^{N} Z_{\mu v \varrho} \cos 2 \pi\left(\mathbf{h}_{1} \cdot \mathbf{r}_{\mu \nu}-\mathbf{h}_{3} \cdot \mathbf{r}_{r \varrho}\right) \\
& \quad+\left(\sigma_{3} / \sigma_{2}^{3 / 2}\right)\left(\left|E_{1}\right|^{2}+\left|E_{2}\right|^{2}+\left|E_{3}\right|^{2}-2\right)
\end{aligned}
$$

Def. $\mathbf{5 \cdot 1}$. A structure is said to be determinate if it has no chance interactions.

Theorem 5•2. For determinate structures

$$
\begin{align*}
& \left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}_{1}+\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{-\mathbf{h}_{3}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}} \\
& \quad=\left(1 / \sigma_{2}^{3}\right) \sum_{\substack{\mu \neq \nu \neq \varrho \\
1}}^{N} Z_{\mu v e}^{2} \varepsilon_{\mu v \varrho} \cos 2 \pi\left(\mathbf{h}_{1} \cdot \mathbf{r}_{\mu \nu}-\mathbf{h}_{3} \cdot \mathbf{r}_{v e}\right) .
\end{align*}
$$

Proof: Appendix III.
Just as a suitable weighted average of the $\varepsilon_{j k}$ was found to be equal to the average of $\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{2}$ (Theorem 3•2), so now we find that, for determinate structures, a weighted average of the $\varepsilon_{\mu \nu 0}$ is equal to the average of $\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{3}$. More precisely, we have

Theorem 5•3. For determinate structures

$$
\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{3}\right\rangle_{\mathbf{k}}=\left(1 / \sigma_{2}^{3}\right) \sum_{\substack{\mu \neq \nu \neq \varrho \\ 1}}^{N} Z_{\mu \nu \varrho}^{2} \varepsilon_{\mu \nu \varrho}=\frac{\sum_{\mu, \nu, \varrho}^{N} Z_{\mu \nu \varrho}^{2} \varepsilon_{\mu \nu \varrho}}{\sum_{\substack{\mu, v, \varrho \\ 1}}^{N} Z_{\mu \nu \varrho}^{2}} .
$$

Proof: Set $\mathbf{h}_{1}=\mathbf{h}_{3}=0$ in Theorem $5 \cdot 2$ and employ the fact that $\varepsilon_{\mu r_{e}}=0$ if any two or all three indices coincide, as well as the identity

$$
\sigma_{2}^{3}=\sum_{\substack{\mu, v, \varrho \\ 1}}^{N} Z_{\mu}^{2} Z_{v}^{2} Z_{\varrho}^{2}=\sum_{\substack{\mu, v, \varrho \\ 1}}^{N} Z_{\mu \nu \varrho}^{2}
$$

Using Def. $3 \cdot 1$, a straightforward computation yields
Theorem 5-4.

$$
\begin{gather*}
\sum_{\substack{\mu \neq \nu \neq e \\
1}}^{N} Z_{\mu \nu Q}=\sigma_{1}^{3}-3 \sigma_{1} \sigma_{2}+2 \sigma_{3} \\
\sum_{\substack{\mu \neq \nu \\
1}}^{N} Z_{\mu}^{2} Z_{v}=\sigma_{1} \sigma_{2}-\sigma_{3}
\end{gather*}
$$

Corollary.

$$
\begin{gather*}
\sum_{\substack{\mu \neq \nu \neq \varrho \\
1}}^{N} Z_{\mu v e}^{2}=\sigma_{2}^{3}-3 \sigma_{2} \sigma_{4}+2 \sigma_{6} \\
\sum_{\substack{\mu \neq v \\
1}}^{N} Z_{\mu}^{4} Z_{v}^{2}=\sigma_{2} \sigma_{4}-\sigma_{6}
\end{gather*}
$$

The main result of this section is given by

Theorem 5.5. For determinate structures

$$
\begin{align*}
& \left|E_{1} E_{2} E_{3}\right| \cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right) \approx \frac{\sigma_{1}^{3}-3 \sigma_{1} \sigma_{2}+2 \sigma_{3}}{\sigma_{2}^{3 / 2}\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{3}\right\rangle_{\mathbf{k}}} \\
& \quad \times\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}_{1}+\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{-\mathbf{h}_{3}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}} \\
& \quad+\left(\sigma_{3} / \sigma_{2}^{3 / 2}\right)\left(\left|E_{1}\right|^{2}+\left|E_{2}\right|^{2}+\left|E_{3}\right|^{2}-2\right)
\end{align*}
$$

Proof: Appendix IV.
Corollary. For determinate structures consisting of $N$ identical atoms

$$
\begin{align*}
& \left|E_{1} E_{2} E_{3}\right| \cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right) \approx \frac{(N-1)(N-2)}{N^{1 / 2}\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{3}\right\rangle_{\mathbf{k}}} \\
& \quad \times\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}_{1}+\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{-\mathbf{h}_{3}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}} \\
& \quad+\left(1 / N^{1 / 2}\right)\left(\left|E_{1}\right|^{2}+\left|E_{2}\right|^{2}+\left|E_{3}\right|^{2}-2\right)
\end{align*}
$$

We conclude this section by showing how our main formula ( $5 \cdot 12$ ) is suitably specialized to yield the known results (5•1) and (5•3).

We assume first that no two interatomic vectors coincide and that the structure is determinate. Then $\varepsilon_{\mu \nu}=\varepsilon_{\nu \varrho}=\varepsilon_{\varrho \mu}=\eta_{\mu \nu \varrho}=1$ while $\varepsilon_{\mu \nu \varrho}=2$ if $\mu \neq \nu \neq \varrho$. Next, in view of $(5 \cdot 10),(5 \cdot 6)$ becomes

$$
\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{3}\right\rangle_{\mathbf{k}}=2\left(\sigma_{2}^{3}-3 \sigma_{2} \sigma_{4}+2 \sigma_{6}\right) / \sigma_{2}^{3},
$$

or, for the case of $N$ identical atoms per unit cell,

$$
\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{3}\right\rangle_{\mathbf{k}}=\frac{2(N-1)(N-2)}{N^{2}} .
$$

Equation (5•12) now reduces to

$$
\begin{align*}
& \left|E_{1} E_{2} E_{3}\right| \cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right) \approx \frac{\sigma_{2}^{3 / 2}\left(\sigma_{1}^{3}-3 \sigma_{1} \sigma_{2}+2 \sigma_{3}\right)}{2\left(\sigma_{2}^{3}-3 \sigma_{2} \sigma_{4}+2 \sigma_{6}\right)} \\
& \quad \times\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}_{1}+\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{-\mathbf{h}_{3}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}} \\
& \quad+\left(\sigma_{3} / \sigma_{2}^{3 / 2}\right)\left(\left|E_{1}\right|^{2}+\left|E_{2}\right|^{2}+\left|E_{3}\right|^{2}-2\right)
\end{align*}
$$

or, for the case of $N$ identical atoms per unit cell, to equation $(5 \cdot 1)$.

Finally, we assume that the space group is $P \overline{1}$, that, except for symmetry related vectors, no two interatomic vectors coincide, and that the structure is determinate. Now $\varepsilon_{\mu \nu}=\varepsilon_{v \varrho}=\varepsilon_{\varrho \mu}=2$ if $\mu \neq \nu \neq \varrho$ except that if $\mathbf{r}_{\mu}=-\mathbf{r}_{\nu}$ then $\varepsilon_{\mu \nu}=1$, if $\mathbf{r}_{\nu}=-\mathbf{r}_{e}$ then $\varepsilon_{\nu \varrho}=1$, and if $\mathbf{r}_{\varrho}=-\mathbf{r}_{\mu}$ then $\varepsilon_{\varrho \mu}=1$. Again, if $\mu \neq \nu \neq \varrho$, then $\eta_{\mu \nu \varrho}=2$ so that $\varepsilon_{\mu v \varrho}=8$ unless $\mathbf{r}_{\mu}=-\mathbf{r}_{v}$ or $\mathbf{r}_{v}=-\mathbf{r}_{\varrho}$ or $\mathbf{r}_{\varrho}=-\mathbf{r}_{\mu}$ in which cases $\varepsilon_{\mu \nu \varrho}=4$.

Now (5.6) becomes, in view of $(5 \cdot 10)$ and (5.11),

$$
\begin{align*}
\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{3}\right\rangle_{\mathbf{k}}= & \left(8 / \sigma_{2}^{3}\right) \sum_{\substack{\mu \neq \nu \neq \varrho \\
1}}^{N} Z_{\mu v \varrho}^{2}-\left(12 / \sigma_{2}^{3}\right) \sum_{\substack{\mu \neq \nu \\
1}}^{N} Z_{\mu}^{4} Z_{v}^{2} \\
& +\left(12 / \sigma_{2}^{3}\right) \sum_{\mu=1}^{N} Z_{\mu}^{6} \\
= & \left(8 / \sigma_{2}^{3}\right)\left(\sigma_{2}^{3}-3 \sigma_{2} \sigma_{4}+2 \sigma_{6}\right) \\
& -\left(12 / \sigma_{2}^{3}\right)\left(\sigma_{2} \sigma_{4}-\sigma_{6}\right)+\left(12 / \sigma_{2}^{3}\right) \sigma_{6} \\
= & 8-\left(36 \sigma_{4} / \sigma_{2}^{2}\right)+\left(40 \sigma_{6} / \sigma_{2}^{3}\right)
\end{align*}
$$

or, for the case of $N$ identical atoms per unit cell,

$$
\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{3}\right\rangle_{\mathbf{k}}=4(N-2)(2 N-5) / N^{2}
$$

Equation (5-12) now reduces to

$$
\begin{align*}
& \left|E_{1} E_{2} E_{3}\right| \cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right) \approx \frac{\sigma_{2}^{3 / 2}\left(\sigma_{1}^{3}-3 \sigma_{1} \sigma_{2}+2 \sigma_{3}\right)}{4\left(2 \sigma_{2}^{3}-9 \sigma_{2} \sigma_{4}+10 \sigma_{6}\right)} \\
& \quad \times\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}_{1}+\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{-\mathbf{h}_{3}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}} \\
& \quad+\left(\sigma_{3} / \sigma_{2}^{3 / 2}\right)\left(\left|E_{1}\right|^{2}+\left|E_{2}\right|^{2}+\left|E_{3}\right|^{2}-2\right)
\end{align*}
$$

or, for the case of $N$ identical atoms per unit cell, to

$$
\begin{align*}
& \left|E_{1} E_{2} E_{3}\right| \cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right) \\
& \approx \frac{N^{3 / 2}(N-1)}{4(2 N-5)}\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}_{1}+\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{-\mathbf{h}_{3}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}} \\
& \quad+\left(1 / N^{1 / 2}\right)\left(\left|E_{1}\right|^{2}+\left|E_{2}\right|^{2}+\left|E_{3}\right|^{2}-2\right)
\end{align*}
$$

i.e., except for terms of the order of $1 / N$, to equation (5•3).

Our discussion clearly shows how the presence of the induced interactions results in an increase in the average value of $\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{3}$.

## 6. A generalization

In this section we extend the results of § 5 to arbitrary structures and, at the same time, show how the known features of the molecular structure may be used. Since now we permit the occurrence of chance interactions, equation (III•2) no longer implies (5.5). Instead, by averaging over all vectors $k$, (III-2) leads to

$$
\begin{align*}
& \left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}_{1}+\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{-\mathbf{h}_{3}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}} \\
& \quad=1 / \sigma_{2}^{3} \sum_{\substack{\mu \neq \nu \neq \varrho \\
1}}^{N} Z_{\mu v \varrho}^{2} \varepsilon_{\mu v \varrho} \cos 2 \pi\left(\mathbf{h}_{1} \cdot \mathbf{r}_{\mu \nu}-\mathbf{h}_{3} . \mathbf{r}_{v \varrho}\right) \\
& \quad+C\left(\mathbf{h}_{1},-\mathbf{h}_{3}\right)
\end{align*}
$$

where

$$
\begin{align*}
C\left(\mathbf{h}, \mathbf{h}^{\prime}\right)=\left(\mathbf{l} / \sigma_{2}^{3}\right) & \sum_{x} Z_{j k} Z_{j^{\prime} k^{\prime}} Z_{j^{\prime \prime} k^{\prime \prime}} \\
& \times \exp \left[2 \pi i\left(\mathbf{h} . \mathbf{r}_{j k}+\mathbf{h}^{\prime} \cdot \mathbf{r}_{j^{\prime} k^{\prime}}\right)\right]
\end{align*}
$$

and $\sum_{x}$ means that the sum is extended over all indices, $j, k, j^{\prime}, k^{\prime}, j^{\prime \prime}, k^{\prime \prime}$ corresponding to the chance interactions. (We observe that, in general, there will be twelve contributors to the total sum corrcsponding to each change interaction since the elements of the triple $(j, k),\left(j^{\prime}, k^{\prime}\right),\left(j^{\prime \prime}, k^{\prime \prime}\right)$, associated with the chance interaction ( $\mathbf{r}_{j k}, \mathbf{r}_{j^{\prime} k^{\prime}}, \mathbf{r}_{j^{\prime \prime} k^{\prime \prime}}$ ) may be permuted, e.g. $\left(j^{\prime}, k^{\prime}\right),(j, k),\left(j^{\prime \prime}, k^{\prime \prime}\right)$, and the order of the elements of the three pairs in each such triple may be simultaneously reversed, e.g. $(k, j),\left(k^{\prime}, j^{\prime}\right)$, ( $k^{\prime \prime}, j^{\prime \prime}$ ). If however $j=j^{\prime}$ and $k=k^{\prime}$, for example, then only six contributors to the total sum correspond to the interaction.)

Next we employ Theorem $2 \cdot 1$ to replace
$\exp \left[2 \pi i\left(\mathbf{h} . \mathbf{r}_{j k}+\mathbf{h}^{\prime} . \mathbf{r}_{j^{\prime} k^{\prime}}\right)\right]$ by its average value $B(z, t)$ in order to obtain the following estimate of $C\left(\mathbf{h}, \mathbf{h}^{\prime}\right)$ :

$$
C\left(\mathbf{h}, \mathbf{h}^{\prime}\right) \approx\left(\mathbf{1} / \sigma_{2}^{3}\right) \sum_{x} Z_{j k} Z_{j^{\prime} k^{\prime}} Z_{j^{\prime \prime} k^{\prime}} B(z, t)
$$

We observe that $B(z, t)$ is given by equation (2.2) while $z$ and $t$ are obtained from $(2 \cdot 3)$ and $(2 \cdot 4)$ respectively. The latter equations require a knowledge of $q, q^{\prime}$, and $\varphi_{q}$, which are known once the vectors $\mathbf{h}$ and $\mathbf{h}^{\prime}$ have been specified, as well as a knowledge of $r=r_{j k}, r^{\prime}=r_{j^{\prime} k^{\prime}}$, and $\varphi_{r}$. However, $r_{j k}$ and $r_{j^{\prime} k^{\prime}}$ are the magnitudes of the vectors $\mathbf{r}_{j k}$ and $\mathbf{r}_{j^{\prime} k^{\prime}}$ respectively while $\varphi_{r}$ is the angle between these vectors. Thus one possible method of utilizing the known features of the molecular structure immediately suggests itself: Use all the known chance interactions (i.e. those triples ( $\mathbf{r}_{j k}, \mathbf{r}_{j^{\prime} k^{\prime}}, \mathbf{r}_{j^{\prime \prime} k^{\prime \prime}}$ ) which are neither valid nor induced interactions but which satisfy $\mathbf{r}_{j k}+\mathbf{r}_{j^{\prime} k^{\prime}}+\mathbf{r}_{j^{\prime \prime} k^{\prime \prime}}$ $=0$ and are such that the magnitudes of $\mathbf{r}_{j k}, \mathbf{r}_{j^{\prime} k^{\prime}}, \mathbf{r}_{j^{\prime \prime} k^{\prime \prime}}$ are known) to compute as many terms of (6.3) as possible. Naturally the more complete the previous knowledge of molecular structure the more terms in $(6 \cdot 3)$ may be computed and the better will the resulting estimate of $(6 \cdot 3)$ approximate the desired value of $C\left(\mathbf{h}, \mathbf{h}^{\prime}\right)$ as given by $(6 \cdot 2)$. We shall assume then that $C\left(\mathbf{h}, \mathbf{h}^{\prime}\right)$ is known as a function of the vectors $h$ and $\mathbf{h}^{\prime}$.

We shall need a preliminary theorem obtained by setting $h_{1}=h_{3}=0$ in equations (6.1) and (6.3):

Theorem 6.1. For arbitrary structures,

$$
\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{3}\right\rangle_{\mathbf{k}}=\left(1 / \sigma_{2}^{3}\right) \sum_{\substack{\mu \neq v \neq e \\ 1}}^{X} Z_{\mu v \varrho}^{2} \varepsilon_{\mu v \varrho_{\varrho}}+C(0,0)
$$

where
and $\sum_{\chi}$ means that the sum is to be taken over all the chance interactions, each such interaction being counted twelve (or possibly six) times as already explained.

Comparison of equations (6.4) and (5.6) shows clearly how the presence of the chance interactions increases the average value of $\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{3}$.

Next, returning to equation ( $6 \cdot 1$ ) we find

$$
\begin{align*}
& \left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}_{1}+\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{-\mathbf{h}_{3}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}}-C\left(\mathbf{h}_{1},-\mathbf{h}_{3}\right) \\
& =\left(1 / \sigma_{2}^{3}\right) \sum_{\substack{\mu \neq v \neq \varrho \\
1}}^{\nu} Z_{\mu \bullet \varrho}^{2} \varepsilon_{\mu v \varrho} \\
& \times\left\{\begin{array}{l}
\sum_{\substack{ \\
1 \\
1}}^{N} Z_{\mu \nu e}^{2} \varepsilon_{\mu v e} \cos 2 \pi\left(\mathbf{h}_{1} \cdot \mathbf{r}_{\mu \nu}-\mathbf{h}_{3} \cdot \mathbf{r}_{\nu \varrho}\right) \\
\sum_{\substack{\mu \neq \nu \neq e \\
1}}^{N} Z_{\mu v \varrho}^{2} \varepsilon_{\mu v \varrho}
\end{array}\right.
\end{align*}
$$

and observe that the expression in braces is the
average value of $\cos 2 \pi\left(\mathbf{h}_{1} . \mathbf{r}_{\mu \nu}-\mathbf{h}_{3} . \mathbf{r}_{v \varrho}\right)$. However equation (IV•2), a consequence of Theorem $5 \cdot 1$ and therefore valid for arbitrary structures (determinate or not), yields another expression for the average value, with different weights, of $\cos 2 \pi\left(\mathbf{h}_{1} . \mathbf{r}_{\mu \nu}-\mathbf{h}_{3} . \mathbf{r}_{v e}\right)$. Substituting from (IV-2) into (6.6), and employing also (6.4) and (5.8), we find
difficult to see how to employ equations (6.8) and (6.9) to cope with the problem arising from the occurrence of approximate chance interactions which one would expect, in view of the limited number of data usually available from experiment, should somehow be taken into account. In the next section we show how to overcome these difficulties.

$$
\begin{align*}
& \left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}_{1}+\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{-\mathbf{h}_{3}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}}-C\left(\mathbf{h}_{1},-\mathbf{h}_{3}\right) \\
& \approx\left(1 / \sigma_{2}^{3}\right) \sum_{\substack{\mu \neq \neq e \\
1}}^{N} Z_{\mu v e}^{2} \varepsilon_{\mu v e}\left\{\sum_{\substack{\mu \neq p \neq e \\
1}}^{\sum_{2}^{N} Z_{\mu v \varrho}^{3 / 2}}\left|E_{1} E_{2} E_{3}\right| \cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right)-\frac{\sigma_{3}\left(\left|E_{1}\right|^{2}+\left|E_{2}\right|^{2}+\left|E_{3}\right|^{2}-2\right)}{\sum_{\substack{N \\
\mu \neq p \neq e}}^{N} Z_{\mu v e}}\right\} \\
& \approx\left\{\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{3}\right\rangle_{\mathbf{k}}-C(0,0)\right\}\left\{\frac{\sigma_{2}^{3 / 2}\left|E_{1} E_{2} E_{3}\right| \cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right)-\sigma_{3}\left(\left|E_{1}\right|^{2}+\left|E_{2}\right|^{2}+\left|E_{3}\right|^{2}-2\right)}{\sigma_{1}^{3}-3 \sigma_{1} \sigma_{2}+2 \sigma_{3}}\right\} .
\end{align*}
$$

Finally, solving (6.7) for $\left|E_{1} E_{2} E_{3}\right| \cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right)$ we are led to the first main result of this paper:

Theorem $6 \cdot 2$. For arbitrary structures

$$
\begin{align*}
& \left|E_{1} E_{2} E_{3}\right| \cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right) \approx \frac{\sigma_{1}^{3}-3 \sigma_{1} \sigma_{2}+2 \sigma_{3}}{\sigma_{2}^{3 / 2}} \times \\
& \frac{\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\mid E_{\mathbf{h}_{1}+\mathbf{k}}{ }^{2}-1\right)\left(\mid E_{-\mathbf{h}_{3}+\mathbf{k}}{ }^{2}-1\right)\right\rangle_{\mathbf{k}}-C\left(\mathbf{h}_{1},-\mathbf{h}_{3}\right)}{\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{3}\right\rangle_{\mathbf{k}}-C(0,0)} \\
& \quad+\left(\sigma_{3} / \sigma_{2}^{3 / 2}\right)\left(\left|E_{1}\right|^{2}+\left|E_{2}\right|^{2}+\left|E_{3}\right|^{2}-2\right) .
\end{align*}
$$

In view of Theorem $6 \cdot 1$ we also have the
Corollary. For arbitrary structures

$$
\begin{align*}
& \left|E_{1} E_{2} E_{3}\right| \cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right) \approx \frac{\sigma_{1}^{3}-3 \sigma_{1} \sigma_{2}+2 \sigma_{3}}{\sigma_{2}^{3 / 2}} \times \\
& \frac{\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}_{1}+\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{-\mathbf{h}_{3}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}}-C\left(\mathbf{h}_{1},-\mathbf{h}_{3}\right)}{\left(1 / \sigma_{2}^{3 / 2}\right) \sum_{\mu \neq v \neq e}^{N} Z_{\mu v v_{2}}^{2} \varepsilon_{\mu v l_{l}}} \\
& \quad+\left(\sigma_{3} / \sigma_{2}^{3 / 2}\right)\left(\left|E_{1}\right|^{2}+\left|E_{2}\right|^{2}+\left|E_{3}\right|^{2}-2\right) .
\end{align*}
$$

It is to be noted that the expressions $C(0,0)$ and

$$
\left(1 / \sigma_{2 \mid}^{3 / 2}\right) \sum_{\substack{\mu \neq \nu \neq \ell \\ 1}}^{N} Z_{\mu v e}^{2} \varepsilon_{\mu v e},
$$

which occur in (6.8) and (6.9), may, since they are sums of positive terms, be accurately computed only if the complete molecular structure is known. If only partial information concerning molecular structure is available, then it is possible only to estimate the sums ( $6 \cdot 5$ ) and $(6 \cdot 10)$ by computing those of their contributors which are known from the molecular structure. Thus equations ( $6 \cdot 8$ ) and ( $6 \cdot 9$ ), while an improvement over the analogous formula (5.12) when chance interactions are present, are still subject to error when, in practical application, the amount of previous structural information is small. Again, it is

## 7. An alternative

We introduce the notation

$$
r\left(\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}\right)=\left(\sigma_{3} / \sigma_{2}^{3 / 2}\right)\left(\left|E_{1}\right|^{2}+\left|E_{2}\right|^{2}+\left|E_{3}\right|^{2}-2\right),
$$

so that $r\left(\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}\right)$ is a known function (of the order $1 / V N)$ of the three vectors $\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}$. Then, assuming as always that $h_{1}+h_{2}+h_{3}=0$, Theorem $5 \cdot 1$ may be written

$$
\begin{align*}
& \left|E_{1} E_{2} E_{3}\right| \cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right) \\
& \quad \approx\left(\mathbf{l} / \sigma_{2}^{3 / 2}\right) \sum_{\substack{\mu \neq \nu \neq \varrho \\
1}}^{N} Z_{\mu v \varrho} \cos 2 \pi\left(\mathbf{h}_{1} \cdot \mathbf{r}_{\mu \nu}-\mathbf{h}_{3} . \mathbf{r}_{v \varrho}\right) \\
& \quad+r\left(\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}\right)
\end{align*}
$$

We imagine that $\mathbf{h}_{1}, \mathbf{h}_{2}$, and $\mathbf{h}_{3}$ are fixed and write $q_{i}=\left|\mathbf{h}_{i}\right|, i=1,2,3$. Next, replace the vectors $\mathbf{h}_{i}$ in (7•2) by vectors $\mathbf{k}_{i}, i=1,2,3$, where the $\mathbf{k}_{i}$ are arbitrary vectors subject only to the condition $\left|\mathbf{k}_{i}\right|=q_{i}, i=1,2,3$ (whence $\mathbf{k}_{1}+\mathbf{k}_{2}+\mathbf{k}_{3}=0$ ). We then average both sides of (7.2) over all such vectors $\mathbf{k}_{1}, \mathbf{k}_{2}, \mathbf{k}_{3}$ and observe that this is equivalent to averaging over all orientations in reciprocal space of the triangle whose sides are the vectors $\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}$. We employ Theorem $2 \cdot 1$ to replace $\left\langle\cos 2 \pi\left(\mathbf{k}_{1}, \mathbf{r}_{\mu \nu}-\mathbf{k}_{3} . \mathbf{r}_{v e}\right)\right\rangle_{\mathbf{k}}$ by $B(z, t)$ which, in view of (2.3) and (2.4), depends only on the magnitudes $q_{1}, q_{2}, q_{3}$ of the vectors $\mathbf{k}_{1}, \mathbf{k}_{2}, \mathbf{k}_{3}$, assumed fixed over the present averaging process, as well as on the magnitudes of the interatomic vectors $\mathbf{r}_{\mu \nu}, \mathbf{r}_{v e}$ and the angle between them. Knowledge of the latter is equivalent to that of the sides $r_{\mu \nu}, r_{v e}, r_{\rho \mu}$ of the interatomic triangle $\mathbf{r}_{\mu \nu}, \mathbf{r}_{r e}, \mathbf{r}_{e \mu}$. In order to emphasize this dependence we shall replace $B(z, t)$ by $B\left(q_{1}, q_{2}, q_{3} ; \mathbf{r}_{y v}, r_{v e}, r_{e \mu}\right)$. Thus we obtain

$$
\begin{align*}
& \langle | E_{\mathbf{k}_{1}} E_{\mathbf{k}_{2}} E_{\mathbf{k}_{3}}\left|\cos \left(\varphi_{\mathbf{k}_{1}}+\varphi_{\mathbf{k}_{2}}+\varphi_{\mathbf{k}_{3}}\right)\right\rangle_{\mathbf{k}_{\mathbf{k}} \mid-\gamma_{i}} \\
& \approx\left(1 / \sigma_{2}^{3 / 2}\right)_{\mu \neq v \neq e} \sum_{\mu v e_{l}}^{x} Z_{\mu v} B\left(q_{1}, q_{2}, q_{3} ; r_{\mu v}, r_{v e}, r_{\varphi \mu}\right) \\
& \quad+R\left(q_{1}, q_{2}, q_{3}\right),
\end{align*}
$$

in which we have written

$$
R\left(q_{1}, q_{2}, q_{3}\right)=\left\langle r\left(\mathbf{k}_{1}, \mathbf{k}_{2}, \mathbf{k}_{3}\right)\right\rangle_{\left|\mathbf{k}_{i}\right|=q i}
$$

so that, in view of (7•1), $R\left(q_{1}, q_{2}, q_{3}\right)$ is a known function of $q_{1}, q_{2}, q_{3}$.

Since $B\left(q_{1}, q_{2}, q_{3} ; r_{\mu \nu}, r_{v e}, r_{\varrho \mu}\right)$ depends in a known way on $q_{1}, q_{2}, q_{3}, r_{\mu \nu}, r_{v e}, r_{o \mu}$, the right hand side of (7•3) may be computed, for fixed $q_{1}, q_{2}, q_{3}$, provided that (the sides of) all interatomic triangles (including the occasional degenerate triangles which arise when three atoms lie on the same straight line) are known. Now knowledge of some or all of the molecular structure implies that at least some of the smaller interatomic triangles are known. Many or most of the larger interatomic triangles may not be known. However, as has already been pointed out, the value of the $B$ function is relatively small for the larger interatomic triangles. Since the $B$ function takes on negative as well as positive values, it follows that, in general, we may obtain a valid estimate of the triple sum on the right hand side of $(7 \cdot 3)$ by including only those contributors for which the corresponding interatomic triangles are known. Naturally the more complete our a priori knowledge of the molecular structure, the closer will this approximation be to the correct value. Henceforth we shall assume therefore that the value of the left hand side of $(7 \cdot 3)$ is known as a function of $q_{1}, q_{2}, q_{3}$ and shall denote it by $D\left(q_{1}, q_{2}, q_{3}\right)$ :
$D\left(q_{1}, q_{2}, q_{3}\right)=\langle | E_{\mathbf{k}_{1}} E_{\mathbf{k}_{2}} E_{\mathbf{k}_{3}}\left|\cos \left(\varphi_{\mathbf{k}_{\mathbf{1}}}+\varphi_{\mathbf{k}_{\mathbf{2}}}+\varphi_{\mathbf{k}_{3}}\right)\right\rangle_{\left|\mathbf{k}_{i}\right|=q_{i}}$,
where, naturally, $\mathbf{k}_{1}+\mathbf{k}_{2}+\mathbf{k}_{3}=0$.
We return now to equation $(6 \cdot 8)$ which we write in the form

$$
\begin{aligned}
& \left|E_{1} E_{2} E_{3}\right| \cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right) \\
& \quad \approx K\left\{a\left(\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}\right)-S\left(q_{1}, q_{2}, q_{3}\right)\right\}+r\left(\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}\right)
\end{aligned}
$$

where

$$
K=\frac{\sigma_{1}^{3}-3 \sigma_{1} \sigma_{2}+2 \sigma_{3}}{\sigma_{2}^{3 / 2}\left(\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{3}\right\rangle_{\mathbf{k}}-C(0,0)\right)}
$$

is an absolute constant,

$$
S\left(q_{1}, q_{2}, q_{3}\right)=C\left(\mathbf{h}_{1},-\mathbf{h}_{3}\right)
$$

in view of (6.3), is a function only of $q_{1}, q_{2}, q_{3}$, $r\left(h_{1}, h_{2}, h_{3}\right)$ is given by (7•1), and $a\left(h_{1}, h_{2}, h_{3}\right)$ is defined by means of

$$
\begin{align*}
& a\left(\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}\right) \\
& \quad=\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}_{1}+\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{-\mathbf{h}_{3}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}}
\end{align*}
$$

so that $a\left(\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}\right)$ is a known function of the vectors $\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}$. There remains only the problem of deter$\operatorname{mining} K$ and $S\left(q_{1}, q_{2}, q_{3}\right)$.

We rewrite ( $7 \cdot 6$ ) in the form

$$
\begin{align*}
& \frac{\left|E_{1} E_{2} E_{3}\right| \cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right)-r\left(\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}\right)}{K} \\
& \approx a\left(\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}\right)-S\left(q_{1}, q_{2}, q_{3}\right)
\end{align*}
$$

and average over all orientations in reciprocal space of the triangle with sides $\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}$. Writing

$$
\left\langle a\left(\mathbf{k}_{1}, \mathbf{k}_{2}, \mathbf{k}_{3}\right)\right\rangle_{\mid \mathbf{k}_{i} i=q_{i}}=A\left(q_{1}, q_{2}, q_{3}\right),
$$

where $q_{i}=\left|\mathbf{h}_{i}\right|=\left|\mathbf{k}_{i}\right|, i=1,2,3$, so that, in view of (7.9), $A\left(q_{1}, q_{2}, q_{3}\right)$ may be assumed to be known as a function of $q_{1}, q_{2}, q_{3}$, we find, using (7•5) and (7.4),

$$
\begin{align*}
& S\left(q_{1}, q_{2}, q_{3}\right) \approx A\left(q_{1}, q_{2}, q_{3}\right) \\
&  \tag{7•12}\\
& \quad-\frac{D\left(q_{1}, q_{2}, q_{3}\right)-R\left(q_{1}, q_{2}, q_{3}\right)}{K}
\end{align*}
$$

Hence ( $7 \cdot 10$ ) may be written

$$
\begin{align*}
& \left|E_{1} E_{2} E_{3}\right| \cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right) \\
& \quad \approx K\left\{a\left(\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}\right)-A\left(q_{1}, q_{2}, q_{3}\right)\right\} \\
& \quad+D\left(q_{1}, q_{2}, q_{3}\right)+r\left(\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}\right)-R\left(q_{1}, q_{2}, q_{3}\right)
\end{align*}
$$

In order to obtain the constant $K$ from (7-13) it would be sufficient to substitute any values for $\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}$ satisfying (5•2) except for the fact that, in general, the corresponding value of $\varphi_{1}+\varphi_{2}+\varphi_{3}$ is not known. However, for all space groups other than $P 1$, it is always possible to choose $\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}$ in such a way that, as a consequence of the space group symmetries, $\varphi_{1}+\varphi_{2}+\varphi_{3}$ is 0 or $\pi$. With such a choice for $\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}$, the value of $\cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right)$ appearing in (7.13) is $\pm 1$. The ambiguity may be resolved by observing firstly that, in view of $(7 \cdot 1),(7 \cdot 4)$ and $(7 \cdot 5)$, the last three terms of $(7 \cdot 13)$ are relatively small, and secondly, from (7.7) and (6.4), that $K$ must be positive. Hence $\cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right)=+1$ or -1 according as the coefficient of $K$ in (7-13) is positive or negative. Naturally, in practice, $h_{1}, h_{2}$, and $h_{3}$ are further restricted by the requirement that $\left|E_{\mathbf{h}_{1}} E_{\mathbf{h}_{2}} E_{\mathbf{h}_{3}}\right|$ be relatively large. In order to improve the accuracy with which $K$ is determined, it is desirable also to employ several triples $\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}$ subject to the conditions already described. Once $K$ has been determined, then $S\left(q_{1}, q_{2}, q_{3}\right)$ is found from (7•12).

The chief result of this paper is contained in equation (7•6), where $K$ is obtained from (7-13) in the manner described, $a\left(\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}\right), A\left(q_{1}, q_{2}, q_{3}\right), r\left(\mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{3}\right)$, $R\left(q_{1}, q_{2}, q_{3}\right)$ are given by (7•9), (7•11), (7•1), (7•4) respectively, $D\left(q_{1}, q_{2}, q_{3}\right)$, defined by (7.5), is found from the right-hand side of (7•3) (employing naturally all the known interatomic triangles, as well as Table 1), and $S\left(q_{1}, q_{2}, q_{3}\right)$ is then obtained from (7-12).

## 8. Concluding remarks

In this paper the problem of determining the phases of the structure factors directly from their magnitudes has been formulated with great generality. The resulting formalism is sufficient to cope, not only with the annoying obstacle arising from the presence of rational dependence among the atomic coordinates,
but also with the problem of utilizing whatever previous information concerning molecular structure may be available. The treatment is admittedly an approximate one, so that two directions for further research are suggested: (1) to estimate accurately the magnitudes of the errors involved (presumably of the order of $1 / V N$ ) and (2) to improve the accuracy of the formulas here derived.

Our formulation leads to two procedures, the second of which appears superior, for the actual determination of the phases. In order to facilitate the implementation of these methods, a short table of the important function $B(z, t)$ has been included.

## APPENDIX I

Proof of Theorem 3•1:

$$
\begin{align*}
& \left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}+\mathbf{k}}\right|^{2}-\mathbf{l}\right)=\left(1 / \sigma_{2}^{2}\right) \sum_{\substack{j^{\prime} \neq k \\
j^{\prime} \neq k^{\prime} \\
1}}^{N} Z_{j k} Z_{j^{\prime} k^{\prime}} \\
& \quad \times \exp \left(2 \pi i \mathbf{k} \cdot \mathbf{r}_{j^{\prime} k^{\prime}}\right) \exp \left[2 \pi i(\mathbf{h}+\mathbf{k}) \cdot \mathbf{r}_{j k}\right] \\
& =\left(1 / \sigma_{2}^{2}\right) \sum_{\substack{j \neq k \\
j^{\prime} \neq k \\
1}}^{N} Z_{j k} Z_{j^{\prime} k^{\prime}} \\
& \quad \times \exp \left(2 \pi i \mathbf{h} \cdot \mathbf{r}_{j k}\right) \exp \left[2 \pi i \mathbf{k} \cdot\left(\mathbf{r}_{j k}+\mathbf{r}_{j^{\prime} k^{\prime}}\right)\right] .
\end{align*}
$$

Averaging ( $\mathrm{I} \cdot 1$ ) over all vectors $\mathbf{k}$ we find that all terms on the right vanish except those for which $\mathbf{r}_{j k}+\mathbf{r}_{j^{\prime} k^{\prime}}=0$. For each fixed pair ( $j, k$ ) summation of $Z_{j^{\prime} k^{\prime}}$ over all $j^{\prime} \neq k^{\prime}$ such that $\mathbf{r}_{j k}+\mathbf{r}_{j^{\prime} k^{\prime}}=0$ yields $w_{j k}=Z_{j k} \varepsilon_{j k}$, and (3•16) follows immediately.

## APPENDIX II

Proof of Theorem 3•3: From Theorem 3•1,

$$
\left.\begin{array}{l}
\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}} \\
\quad=\frac{\sum_{j \neq k}^{N} Z_{j k}^{2} \varepsilon_{j k}}{\sigma_{2}^{2}} \left\lvert\, \frac{\sum_{\substack{j \neq k \\
\mathbf{1}}}^{\substack{N \\
j \\
j}} \varepsilon_{j k}^{2} \exp \left(\because \pi i \mathbf{h} \cdot \mathbf{r}_{j k}\right)}{\sum_{\substack{j \neq k \\
1}}^{N} Z_{j k}^{v} \varepsilon_{j k}}\right.
\end{array}\right\} .
$$

The expression in braces is a weighted average of $\exp \left(2 \pi i \mathbf{h} . \mathbf{r}_{j k}\right)$. However, (3•3), with $\mathbf{k}$ replaced by $\mathbf{h}$, yields the following formula for the average (with different weights) of $\exp \left(2 \pi i \mathbf{h} . \mathbf{r}_{j k}\right)$ :

$$
\begin{equation*}
\frac{\sum_{\substack{j \neq k}}^{N} Z_{j k} \exp \left(2 \pi i \mathbf{h} \cdot \mathbf{r}_{j k}\right)}{\sum_{\substack{j \neq k \\ 1}}^{N} Z_{j k}}=\frac{\sigma_{2}\left(\left|E_{\mathbf{h}}\right|^{2}-1\right)}{\sigma_{1}^{2}-\sigma_{2}}, \tag{II•2}
\end{equation*}
$$

in which we have also used (3•7) to replace

$$
\sum_{\substack{j \neq k \\ 1}}^{N} Z_{j k} \text { by } \sigma_{1}^{2}-\sigma_{2}
$$

Identifying these two averages of $\exp \left(2 \pi i \mathbf{h} . \mathbf{r}_{j k}\right)$, we substitute from (II•2) into the last factor (in braces) of (II•1) and, employing also Theorem $3 \cdot 2$, obtain the approximate formula (3•20).

## APPENDIX III

Proof of Theorem $5 \cdot 2$ :

$$
\begin{align*}
& \left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}_{1}+\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{-\mathbf{h}_{3}+\mathbf{k}}\right|^{2}-1\right) \\
& =\left(1 / \sigma_{2}^{3}\right) \sum_{\substack{j \neq k \\
j^{\prime} \neq k^{\prime} \\
j^{\prime \prime} \neq k^{\prime \prime} \\
1}}^{N} Z_{j k} Z_{j^{\prime} k^{\prime}} Z_{j^{\prime \prime} k^{\prime \prime}} \exp \left(2 \pi i \mathbf{k} \cdot \mathbf{r}_{j k}\right) \\
& \quad \times \exp \left[2 \pi i\left(\mathbf{h}_{1}+\mathbf{k}\right) \cdot \mathbf{r}_{j^{\prime} k^{\prime}}\right] \exp \left[2 \pi i\left(-\mathbf{h}_{3}+\mathbf{k}\right) \cdot \mathbf{r}_{j^{\prime \prime}} k_{k^{\prime \prime}}\right] \\
& \quad(\text { III } \cdot 1)  \tag{III•1}\\
& =\left(1 / \sigma_{2}^{3}\right) \sum_{\substack{j \neq k \\
j^{\prime} \neq k^{\prime} \\
j^{\prime \prime} \neq k^{\prime \prime} \\
1}}^{N} Z_{j k} Z_{j^{\prime} k^{\prime}} Z_{j^{\prime \prime} k^{\prime \prime}} \exp \left[2 \pi i\left(\mathbf{h}_{1} \cdot \mathbf{r}_{j k}-\mathbf{h}_{3} \cdot \mathbf{r}_{j^{\prime} k^{\prime}}\right)\right] \\
& \quad \times \exp \left[2 \pi i \mathbf{k} \cdot\left(\mathbf{r}_{j k}+\mathbf{r}_{j^{\prime} k^{\prime}}+\mathbf{r}_{j^{\prime \prime}} k^{\prime \prime}\right)\right] .
\end{align*}
$$

Next we average (III-2) over all vectors $\mathbf{k}$ and observe that all contributors to the average of the right-hand side vanish except those for which $\mathbf{r}_{j k}+\mathbf{r}_{j^{\prime} k^{\prime}}+\mathbf{r}_{j^{\prime \prime} k^{\prime \prime}}=0$. Since the structure is determinate, it has no chance interactions so that the only non-zero contributors are those corresponding to the valid interactions or the induced interactions. There remains only the problem of summing those contributions to the average which correspond to such interactions, with the aim of reducing the sextuple sum (III-2) to a triple sum over the valid interactions or, more preciscly, to the triple sum shown in (5.5).

We first find those contributors to the average corresponding to the valid interactions. Two cases arise. For each fixed pair $(j, k)=(\mu, v)$ the interaction ( $\mathbf{r}_{j k}, \mathbf{r}_{j^{\prime} k^{\prime}}, \mathbf{r}_{j^{\prime \prime} k^{\prime \prime}}$ ) assumes either the form ( $\mathbf{r}_{\mu \nu}, \mathbf{r}_{v \varrho}, \mathbf{r}_{\varrho \mu}$ ) or the form $\left(\mathbf{r}_{\mu \nu}, \mathbf{r}_{e \mu}, \mathbf{r}_{\nu \rho}\right)$. Hence the contributors to the average corresponding to the valid interactions may be written

$$
\begin{align*}
& \left(\mathbf{l} / \sigma_{2}^{3}\right) \sum_{\substack{\mu \neq \nu \\
1}}^{N} Z_{\substack{\mu \nu \\
\varrho \neq 1 \\
\varrho \neq \mu}} \sum_{\substack{N}}^{N} Z_{v \varrho} Z_{\varrho \mu}\left\{\exp \left[2 \pi i\left(\mathbf{h}_{1} \cdot \mathbf{r}_{\mu \nu}-\mathbf{h}_{3} \cdot \mathbf{r}_{v \varrho}\right)\right]\right. \\
& \left.\quad+\exp \left[-2 \pi i\left(\mathbf{h}_{1} \cdot \mathbf{r}_{\nu \mu}-\mathbf{h}_{3} \cdot \mathbf{r}_{\mu \varrho}\right)\right]\right\} \\
& =\left(2 / \sigma_{2}^{3}\right) \sum_{\substack{\mu \neq \nu \neq e \\
1}}^{N} Z_{\mu v \varrho}^{2} \cos 2 \pi\left(\mathbf{h}_{1} \cdot \mathbf{r}_{\mu \nu}-\mathbf{h}_{3} \cdot \mathbf{r}_{\nu \varrho}\right) \tag{III•3}
\end{align*}
$$

Next, corresponding to each fixed valid interaction $\left(\mathbf{r}_{\mu \nu}, \mathbf{r}_{v \rho}, \mathbf{r}_{\rho \mu}\right)$ are those contributors to the average associated with all the induced interactions $\left(\mathbf{r}_{j k}, \mathbf{r}_{j^{\prime} k^{\prime}}, \mathbf{r}_{j^{\prime \prime} k^{\prime \prime}}\right)$, including the interaction ( $\left.\mathbf{r}_{\mu \nu}, \mathbf{r}_{\nu \varrho}, \mathbf{r}_{\varrho \mu}\right)$ itself, which are equivalent to $\left(\mathbf{r}_{\mu \nu}, \mathbf{r}_{\nu \varrho}, \mathbf{r}_{\varrho \mu}\right)$ :

$$
\left(\mathbf{l} / \sigma_{2}^{3}\right) \sum_{\substack{j \neq k \\ j^{\prime} \neq k \\ j^{\prime \prime} \neq k^{\prime \prime}}} Z_{j k} Z_{j^{\prime} k^{\prime}} Z_{j^{\prime \prime} k^{\prime \prime}} \exp \left[2 \pi i\left(\mathbf{h}_{1}, \mathbf{r}_{j k}-\mathbf{h}_{3} \cdot \mathbf{r}_{j^{\prime} k^{\prime}}\right)\right]
$$

where the summation is extended over all $j, k, j^{\prime}, k^{\prime}$, $j^{\prime \prime}, k^{\prime \prime}$ such that the three vectors $\mathbf{r}_{j k}, \mathbf{r}_{j^{\prime} k^{\prime}}, \mathbf{r}_{j^{\prime \prime} k^{\prime \prime}}$ are equal, in some order, to the three vectors $\mathbf{r}_{\mu \nu}, \mathbf{r}_{v e}, \mathbf{r}_{e \mu}$, or to their negatives.

Consider first those terms of (III•4) such that $\mathbf{r}_{j k}=\mathbf{r}_{\mu \nu}, \mathbf{r}_{j^{\prime} k^{\prime}}=\mathbf{r}_{v \varrho}, \mathbf{r}_{j^{\prime \prime} k^{\prime \prime}}=\mathbf{r}_{\varrho \mu}$. Then

$$
\exp \left[2 \pi i\left(\mathbf{h}_{1} \cdot \mathbf{r}_{j k}-\mathbf{h}_{3} \cdot \mathbf{r}_{j^{\prime} k^{\prime}}\right)\right]
$$

is constant with respect to the summation of (III•4) and is equal to $\exp \left[2 \pi i\left(\mathbf{h}_{1}, \mathbf{r}_{\mu \nu}-\mathbf{h}_{3}, \mathbf{r}_{v e}\right)\right]$. These terms of (III-4) then reduce to

$$
\begin{equation*}
\left(1 / \sigma_{2}^{3}\right) Z_{\mu \nu} \varepsilon_{\mu \nu} Z_{\nu \varrho} \varepsilon_{\nu \varrho} Z_{\rho \mu} \varepsilon_{\varrho \mu} \exp \left[2 \pi i\left(\mathbf{h}_{1} \cdot \mathbf{r}_{\mu \nu}-\mathbf{h}_{3} \cdot \mathbf{r}_{\nu e}\right)\right] \tag{III•5}
\end{equation*}
$$

Consider next those terms of (III-4) such that $\mathbf{r}_{j k}=\mathbf{r}_{\mu \nu}, \mathbf{r}_{j^{\prime} k^{\prime}}=\mathbf{r}_{\varrho \mu}, \mathbf{r}_{j^{\prime \prime} k^{\prime \prime}}=\mathbf{r}_{\nu \underline{g}}$. Again

$$
\exp \left[2 \pi i\left(\mathbf{h}_{1} \cdot \mathbf{r}_{j k}-\mathbf{h}_{3} \cdot \mathbf{r}_{j^{\prime} k^{\prime}}\right)\right]
$$

is constant with respect to the summation of (III•4) and is now equal to $\exp \left[-2 \pi i\left(\mathbf{h}_{1}, \mathbf{r}_{\nu \mu}-\mathbf{h}_{3} . \mathbf{r}_{\mu \varrho}\right)\right]$. Hence these terms of (III-4) reduce to

$$
\begin{equation*}
\left(\mathbf{l} / \sigma_{2}^{3}\right) Z_{\mu \nu} \varepsilon_{\mu \nu} Z_{v \varrho} \varepsilon_{v g} Z_{\varrho \mu} \varepsilon_{g \mu} \exp \left[-2 \pi i\left(\mathbf{h}_{1} \cdot \mathbf{r}_{\nu \mu}-\mathbf{h}_{3} \cdot \mathbf{r}_{\mu \varphi}\right)\right] \tag{III•6}
\end{equation*}
$$

The remaining ten cases obtained by setting $\mathbf{r}_{j k}=\mathbf{r}_{v_{\varrho}}$, $\mathbf{r}_{j^{\prime} k^{\prime}}=\mathbf{r}_{\mu \nu}, \mathbf{r}_{j^{\prime \prime} k^{\prime \prime}}=\mathbf{r}_{\varrho \mu} ; \quad \mathbf{r}_{j k}=\mathbf{r}_{v \varrho}, \mathbf{r}_{j^{\prime} k^{\prime}}=\mathbf{r}_{\varrho \mu}, \mathbf{r}_{j^{\prime \prime} k^{\prime \prime}}=\mathbf{r}_{\mu \nu} ;$ etc., all reduce to terms like (III•5) or (III•6). We arrange these terms so as to combine exponentials to form cosines and obtain

$$
\begin{equation*}
\left(2 / \sigma_{2}^{3}\right) Z_{\mu v \varrho}^{2} \varepsilon_{\mu \nu} \varepsilon_{v \varrho} \varepsilon_{\varrho \mu}{ }_{\mu, v, \varrho} \operatorname{Sos}\left[2 \pi\left(\mathbf{h}_{1} \cdot \mathbf{r}_{\mu \nu}-\mathbf{h}_{3} \cdot \mathbf{r}_{v \varrho}\right)\right] \tag{III•7}
\end{equation*}
$$

where the symbol $S_{\mu, \nu, \varrho}$ means the sum over the six permutations of $\mu, \nu, \varrho$.

For each fixed triple $\mu, v, \varrho$, (III•7) would give the exact contribution to (III•4) corresponding to the induced interactions equivalent to ( $\mathbf{r}_{\mu \nu}, \mathbf{r}_{\nu \varrho}, \mathbf{r}_{\varrho \mu}$ ) except for the fact that each such interaction is counted in (III•7) as often as there are valid interactions equivalent to $\left(\mathbf{r}_{\mu \nu}, \mathbf{r}_{v \varrho}, \mathbf{r}_{\varrho \mu}\right)$, i.e. $\eta_{\mu v g}$ times. Since we shall want to sum over all the valid interactions, more precisely over all $\mu \neq \nu \neq \varrho$, we must divide (III•7) by $\eta_{\mu v \rho}$ so that we finally obtain (5:5).

## APPENDIX IV

Proof of Theorem 5•5: We employ Theorem $5 \cdot 2$ to get


The weighted average of $\cos \left[2 \pi\left(\mathbf{h}_{1} . \mathbf{r}_{\mu \nu}-\mathbf{h}_{3} . \mathbf{r}_{\nu 0}\right)\right]$ in braces is approximately equal to the average (with different weights) given by Theorem $5 \cdot 1$ :

$$
\begin{align*}
& \frac{\sum_{\substack{\mu+\nu \neq \varrho \\
1}}^{N} Z_{\mu \nu \varrho} \cos \left[2 \pi\left(\mathbf{h}_{\mathbf{1}} \cdot \mathbf{r}_{\mu \nu}-\mathbf{h}_{3} \cdot \mathbf{r}_{\nu \varrho}\right)\right]}{\sum_{\substack{\mu \neq \nu \neq \varrho \\
1}}^{N} Z_{\mu \nu \varrho}} \\
& \approx \frac{\sigma_{2}^{3}}{\sum_{\substack{\mu \neq \nu \neq \varrho \\
1}}^{N} Z_{\mu \nu \varrho}}\left|E_{1} E_{2} E_{3}\right| \cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right) \\
& -\frac{\sigma_{3}}{\sum_{\substack{\mu \neq \nu \neq \varrho \\
1}}^{N} Z_{\mu v \varrho}}\left(\left|E_{1}\right|^{2}+\left|E_{2}\right|^{2}+\left|E_{3}\right|^{2}-2\right) .
\end{align*}
$$

Substituting back into equation (1V•1) and employing also Theorems $5 \cdot 3$ and $5 \cdot 4$, we find

$$
\begin{align*}
& \left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{\mathbf{h}_{1}+\mathbf{k}}\right|^{2}-1\right)\left(\left|E_{-\mathbf{h}_{3}+\mathbf{k}}\right|^{2}-1\right)\right\rangle_{\mathbf{k}} \\
& \approx\left\langle\left(\left|E_{\mathbf{k}}\right|^{2}-1\right)^{3}\right\rangle_{\mathbf{k}}\left\{\begin{array}{c}
\sigma_{2}^{3 / 2}\left|E_{1} E_{2} E_{3}\right| \cos \left(\varphi_{1}+\phi_{2}+\varphi_{3}\right) \\
-\sigma_{3}\left(\left|E_{1}\right|^{2}+\left|E_{2}\right|^{2}+\left|E_{3}\right|^{2}-2\right) \\
\sigma_{1}^{3}-3 \sigma_{1} \sigma_{2}+2 \sigma_{3}
\end{array} .\right. \tag{IV•3}
\end{align*}
$$

Solving (IV-3) for $\left|E_{1} E_{2} E_{3}\right| \cos \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right)$ yields (5•12).

The programming and computation of the function $B(z, t)$, which was performed on the NAREC, the Naval Research Laboratory automatic computer, were carried out by Mr Herbert Bixhorn. Some constructive criticism concerned with the computation of this function was offered by Dr. Benjamin Lepson and Mr Richard McGill of the Applied Mathematics Staff, Naval Research Laboratory. Their help and cooperation are gratefully acknowledged.
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#### Abstract

The structures of carbon deposits formed by pyrolysis of cyanogen on a carbon filament have been investigated by electron diffraction and the influence of cyanogen pressure and filament temperature has been determined. All the deposits show the existence of graphite layer planes and both the crystal size and the degree of preferred orientation parallel to the axis of the substrate increase with temperature of deposition. Possible mechanisms are discussed for the formation of carbon from cyanogen, methods of growth of deposits both along and normal to the graphite $c$ axis being proposed.


Carbons produced by the decomposition of organic vapours on heated substrates, particularly carbon filaments, have been extensively studied (Grisdale, Pfister \& van Roosbroeck, 1951 ; Tesner \& Echeistova, 1952; Brown, Hall \& Watt, 1953; Brown \& Watt, 1958; Cullis, Manton, Thomas \& Wilman, 1959; Blackman, Saunders \& Ubbelohde, 1961). One factor which is of primary importance in determining the structure of the deposited carbon is the physical condition obtaining at the point of deposition, the carbons produced on a solid surface differing fundamentally from those formed in the gas phase. In the first case, the carbon is laid down in small crystallites which have a high degree of orientation and is easily graphitized at $2500^{\circ} \mathrm{C}$ or above. Gas phase carbon is, however, a carbon black in which the individual particles are spherical, and does not graphitize well even at $3000^{\circ} \mathrm{C}$.

The physical properties of pyrolytic carbons depend too to a considerable extent on the temperature of deposition. A striking change has been found to occur as this temperature passes through a critical region
around $1900{ }^{\circ} \mathrm{C}$ (Blackman, Saunders \& Ubbelohde, 1961). Carbons prepared from methane below this temperature have low bulk densities, show only a comparatively small degree of preferred orientation and contain appreciable amounts of residual hydrogen. Deposition at higher temperatures results in carbons with bulk densities and other properties which tend towards those of perfect graphite. It seems probable that, at about $1900^{\circ} \mathrm{C}$, the rates of thermal annealing processes become of the same order as the rates of deposition of carbon, thus causing defect structures to be removed as rapidly as fresh deposits are laid down.

The influence of the starting material from which carbons are formed is, however, much less clear. Comparison of the carbonaceous deposits produced by pyrolysis of some hydrocarbons and chlorohydrocarbons shows that the more highly chlorinated compounds give rise to carbons in which the crystallites are smaller and the preferred orientation is less marked than in those derived from compounds containing little or no chlorine (Cullis, Manton, Thomas

